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ABSTRACT

The cognitive activity of the human brain benefits from the functional connectivity of multiple brain regions
that form specific, functional brain networks. Recent studies have indicated that the relationship between
brain regions can be investigated by examining the temporal interaction (known as functional connectivity)
of spontaneous blood oxygen level-dependent (BOLD) signals derived from resting-state functional MRI. Most
of these studies plausibly assumed that inter-regional interactions were temporally stationary. However, little
is known about the dynamic characteristics of resting-state functional connectivity (RSFC). In this study, we
thoroughly examined this question within and between multiple functional brain networks. Twenty-two
healthy subjects were scanned in a resting state. Several of the RSFC networks observed, including the default-
mode, motor, attention, memory, auditory, visual, language and subcortical networks, were first identified
using a conventional voxel-wise correlation analysis with predefined region of interests (ROIs). Then, a
variable parameter regression model combined with the Kalman filtering method was employed to detect the
dynamic interactions between each ROI and all other brain voxels within each of the RSFC maps extracted
above. Experimental results revealed that the functional interactions within each RSFC map showed time-
varying properties, and that approximately 10-20% of the voxels within each RSFC map showed significant
functional connectivity to each ROI during the scanning session. This dynamic pattern was also observed for
the interactions between different functional networks. In addition, the spatial pattern of dynamic
connectivity maps obtained from neighboring time points had a high similarity. Overall, this study provides

insights into the dynamic properties of resting-state functional networks.

© 2011 Elsevier Inc. All rights reserved.

Introduction

Spontaneous neuronal activity of the human brain consumes one-
fifth of the body's energy and plays an important role in reflecting the
brain's intrinsic mental state and human behavior (Fox and Raichle,
2007). Spontaneous blood oxygen level-dependent (BOLD) signals in
resting-state functional MRI (fMRI) relate to spontaneous neuronal
activity (Shmuel and Leopold, 2008). The investigation of spontaneous
BOLD activity in the human brain has generated a new avenue of
neuroimaging research.

Using resting-state fMRI, Biswal et al. (1995) first showed that
spontaneous BOLD fluctuations between the bilateral somatomotor
cortices were highly correlative in the absence of motor performance.
Many neuroimaging studies have consistently identified functionally
integrated maps in various brain networks, such as the motor (Lowe
etal., 1998), visual (Hampson et al., 2002), auditory (Cordes etal., 2001),
attention (Fox et al.,, 2006) and default-mode networks (Greicius et al.,
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2003). These functional brain networks have a high reproducibility
across subjects (Damoiseaux et al., 2006; Buckner et al., 2009; He et al.,
2009), time (Shehzad et al,, 2009; Zuo et al., 2010) and research sites
(Long et al,, 2008; Biswal et al., 2010). Of note, one important and
popular method for identifying these brain systems was a seed-based
correlation analysis (Biswal et al., 1995). Using this method, researchers
usually extract a representative BOLD time series from a given seed
region based on previous anatomical or functional studies and calculate
temporal correlations between this signal and the time series from all
other voxels across the brain. The basis of this method is the assumption
that the inter-regional correlations remain temporally stationary during
an entire scan. However, many functional imaging studies have
provided increasing evidence for a dynamic interaction between
different brain regions during both the performance of tasks and a
resting state. For example, several fMRI studies have demonstrated that
the interdependence between brain regions shows temporal fluctua-
tions during the post-stimulus time of a trial (Liu et al., 1999), across
trials with task switches (Buchel and Friston, 1998; Kellya et al., 2007)
and during learning (Lewis et al., 2009). Using a high time resolution
measurement, Valencia et al. (2008) reported that an inter-regional
functional integration on a large-scale level showed dynamic behavior
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across events. These dynamic associations fit well with the notion that
large-scale neural networks show the ability to perform dynamic
reconfigurations that adapt to external experimental tasks (Bressler,
1995), which play vital roles in various cognitive activities (Kelly et al.,
2008). Therefore, we also thought it interesting to explore the dynamic
functional connectivity patterns in a resting state. A resting-state fMRI
study in rats demonstrated that spontaneous BOLD activity in the
cerebral cortex presented a dynamic propagation process from the
somatosensory cortex to the primary motor cortex (Majeed et al., 2009),
implying the appearance of dynamic connectivity in the task-free or
resting state. A recent study in humans utilized a time-frequency
analysis to observe dynamic associations between the default-mode and
attention networks across time (Chang and Glover, 2010). However, the
dynamic relationship between brain regions in a resting state was
investigated rarely. In this study, we introduced a method, the variable
parameter regression (VPR) combined with Kalman filtering approach
(Klaman, 1960; Garbade, 1977; Digalakis and Rohlicek, 1993), to detect
whether and how such fluctuating connectivity appears within and
between multiple functional brain networks.

In the present study, we first applied the VPR analysis and Kalman
filtering method to a simulated data to detect the sensitivity and the
validity of the method. Then we applied the method to a real resting-
state fMRI dataset to examine dynamic functional connectivity
patterns in eight brain functional networks, including the motor,
visual, auditory, attention, memory, subcortical, language and default-
mode networks. To do this, we first selected eight seed regions to
create specific functional networks, based on the coordinates reported
in previous studies [motor (Jiang et al., 2004), visual (Lowe et al.,
1998), auditory (Rademacher et al., 2001), attention (Fox et al., 2005),
memory (Vincent et al., 2006), subcortical (Zou et al., 2009b),
language (Xiang et al., 2010) and default-mode networks (Fox et al.,
2005)] (for details, see Materials and methods). We examined the
dynamics of functional connectivity within and between the brain
networks detailed above by combining the VPR and Kalman filtering
approaches (Klaman, 1960; Garbade, 1977; Digalakis and Rohlicek,
1993). On the basis of these previous studies, we hypothesized that
the functional interactions within and between the brain networks
would change dynamically across time.

Materials and methods
Participants

Twenty-two healthy right-handed college students (11 females, 20.1 +
1.67 years, ranging from 17 to 24 years) participated in this study. They
were recruited using advertisements on the campus of the Beijing Normal
University. They had no history of neurological or psychiatric disorders.
Written informed consent was obtained from each participant, and this
study was approved by the Institutional Review Board of Beijing Normal
University Imaging Center for Brain Research. Of note, the data was
selected from a large sample resting-state fMRI dataset, which has been
publicly released in the “1000 Functional Connectomes” Project (http://
www.nitrc.org/projects/fcon_1000/).

Image acquisition

The resting-state fMRI data were acquired using a SIEMENS TRIO
3-Tesla scanner in the Imaging Center for Brain Research, the Beijing
Normal University. During data acquisition, the participants were
supine with the head fixed by straps and were instructed to keep
awake with their eyes closed. The functional images were obtained
using an echo-planar imaging sequence with the following para-
meters: 33 axial slices, time repetition (TR)=2000 ms, time echo
(TE) =30 ms, thickness/gap = 3/0.6 mm, flip angle (FA) =90°, field-
of-view (FOV)=200x200 mm?, in-plane resolution=64x64. The
scan lasted 8 min. After scanning, all participants reported that they

had not fallen asleep during the scan. In addition, a T1-weighted
sagittal three-dimensional structural image was acquired using a
magnetization-prepared rapid gradient echo (MPRAGE) sequence:
128 slices, TR=2530 ms, TE=3.39 ms, slice thickness=1.33 mm,
FA=7°, FOV = 256 x 256 mm?, and in-plane resolution = 256 x 192.

fMRI data preprocessing

Data preprocessing was performed using the SPM5 software
package (http://www.fil.ion.ucl.ac.uk/spm). The first 10 volumes of
each subject were discarded to allow for the stabilization of the MR
signals. The preprocessing steps included a slice-timing correction on
the time interval across slices, a head motion correction with a 6
parameter affine transformation, spatial normalization to MNI
coordinate space using an optimum 12-parameter affine transforma-
tion and nonlinear deformations (Ashburner and Friston, 1999)
followed by resampling to 3-mm isotropic voxels, spatial smoothing
with a 4-mm FWHM Gaussian kernel, and detrend and temporal
band-pass filtering (0.01-0.1 Hz).

Generation of static resting-state functional connectivity maps

In this study, we first examined the functional connectivity patterns of
each brain network using a seed-based correlation analysis, referred to as
static resting-state functional connectivity (S-RSFC). Briefly, the region of
interest (ROI) related to each brain network was first obtained from
previous studies (see Table 1 for detailed information). We then created
an ROI with 6-mm radius spheres at the center of the coordinates shown
in Table 1. In this study, we evaluated the effects of different choices of
radius size on the results. We re-created spherical ROIs with a radius size
of 8-mm, 6-mm and 4-mm and then extracted the time series from these
ROIs and found these time series showed high similarities (data not
shown), suggesting that different radius sizes did not significantly change
our results. The BOLD time courses within each ROI were extracted and
averaged over all of the voxels. The resulting BOLD signal was centered
and normalized to a mean of zero and a variance of one. The S-RSFC maps
were generated by Pearson's correlation between the seed-based time
course and each voxel with the global mean signal, the white matter
signal, the cerebrospinal fluid signal and six head motion parameters as
covariates. The range of each S-RSFC map was constrained within a
predefined gray matter mask generated by setting the probability value
greater than 0.25 of the gray matter probabilistic map in the standard
space obtained from SPM 5. These maps were tested using a one-tailed
one sample t-test (confining the significantly positive correlation) and
corrected for multiple comparisons (p<0.05 corrected; cluster volu-
me>54 mm>; FWHM =4 mm) based on the Monte Carlo program
implemented in AFNI (http://afni.nimh.nih.gov/afni). In this study, we
focused on inter-regional positive correlations because the origin of
negative correlations remains poorly understood (Fox et al, 2009;
Murphy et al., 2009).

Variable parameter regression analysis

To describe the dynamic resting-state functional connectivity (D-
RSFC) of brain regions (or voxels), we used a variable parameter
regression method (Garbade, 1977), which is briefly described as
follows:

Ve =X +u, t=1,...T, (1)
u[~N<O,62) 2)
and, B, =By +p, t=2,..,T, (3)
pe-N(0,0°P) 4)


http://www.nitrc.org/projects/fcon_1000/
http://www.nitrc.org/projects/fcon_1000/
http://www.fil.ion.ucl.ac.uk/spm
http://afni.nimh.nih.gov/afni

1224 J. Kang et al. / Neurolmage 56 (2011) 1222-1234

Table 1
Definition of ROIs and relevant functional connectivity networks.

Abbr. ROIs MNI coordinates  Brain networks Functionally connected regions to ROIs
X y z
PCCL Left posterior cingulate —5 —52 41 Default mode (Fox et al, Medial prefrontal cortex (BA9/10/11), lateral temporal and parietal cortical regions
cortex 2005)
FEFR Right frontal eye field 25 —16 54 Attention (Fox et al., Inferior parietal lobe (BA 40), superior parietal gyrus (BA 4/6) and postcentral gyrus
2005)
HFEL  Left hippocampal —21 —25 —18 Memory (Vincent et al.,  Right hippocampus, posterior cingulate cortex, medial prefrontal cortex (BA9/10/11), lateral
formation 2006) temporal and parietal cortical regions
PMCL Left primary motor —43 —28 53 Motor (Jiang et al., 2004) Supplement motor cortex (SMA, Brodmann Area [BA] 6), superior cerebellum (SCb) and
cortex primary motor cortex (M1, BA 4)
PACL Left primary auditory —42 —22 6 Auditory (Rademacher et Superior temporal gyrus, supplemental motor area and insula (BA 41/48)
cortex al,, 2001)
CF.L  Left calcarine fissure —10 —78 7 Visual (Lowe et al.,, 1998) Calcarine sulcus, lingual gyrus (BA 17) and cuneus (BA 18)
POP.L Left pars opercularis —50 13 18 Language (Xiang et al., Inferior frontal gyrus (BA 44/45/48), inferior parietal lobule (BA 40), supramarginal gyrus
2010) (SMG) and precentral gyrus (BA 6)
TH.R  Right thalamus 6 —16 9 Subcortical (Zou et al., Cingulate cortex (BA 24/23/26), insula, precuneus, putamen and amygdala
(mediodorsal nuclei) 2009b)

The Talairach coordinates of the ROIs reported in these studies are translated into MNI coordinates using tal2mni program (http://eeg.sourceforge.net/doc_m2html/

bioelectromagnetism/tal2mni.html). The last column represents brain regions showing significant functional connectivity with the ROIs. MNI =

Abbr. = abbreviation.

where y; and x; are two values of the time series of voxels y and x at time
t, respectively; 3, is an estimated coefficient that reflects the functional
connectivity between the two voxels at time t; T denotes the number of
the scan. The stochastic vector u, is normally distributed with a mean of
zero and a variance of o and p, with a mean of zero and a variance of
02P. There were no correlations between the two stochastic vectors.
Apparently, variable parameter regression becomes a linear regression
in the case of P=0. Practically, P was usually close to zero when the
following steps were used.

The parameter estimation was conducted using the Kalman
filtering model to produce an optimal solution (Garbade, 1977). We
defined 3,(t) as an estimate of 3, at time t and let 0S; and o°R; be the
estimated covariance matrix of 3,(t) and f3,(t—1), respectively. First,
we obtained a prediction that updated f3,_;(t—1) and its covariance
matrix for the passage of time from t—1 to t:

Be(t—1) = B4 (t—1) (5)
R, =S,_; +P. (6)

Based on Egs. (5) and (6), we could estimate the next time state
from the current state. Second, the estimated {,(t—1) and its
covariance R, were updated to {3,(t) and S, by adding new information
contained from the measurement y,:

Bi(t) = By(t—1) + Kie,. (7)

Here, e, = y,—x, Py (t—1)

and, K, = RxE;
and,E, = x.Rx{ + 1. (8)

S: = Ri—Kx:R; 9)
where e; is the residual measurement at time t. It reflects the
residual of relationship of the signals y and the estimated y and it is
expected to be close to zero and obeys Gaussian distribution with
variance O’E,. E; can be obtained from the measurement residual
equation. Because the estimates of Bt(t) were generally less
reliable based on information before time t than later times, in
the third step we constructed a smoothed estimate, 3,(T), and its
covariance, Vy, by adding the latter information.

BT) = Bul®) + G [ Be v 1(D= Pl (10)

Montreal Neurological Institute;

where, G, = S,[S, + P] '

Vi=S5+G[V, 41 R[+]}G£ (11)

Vp =S (12)
From the equations above, f3,(T) was constant before and after

smoothness when P was equal to zero. So far, we have assumed o?

and P are known. However, we can estimate the two parameters by
the maximum likelihood shown in the next step. The log-likelihood

function involving P and o?
T ef
. 13
:nZ+] {O’ZEt ( )

For a given P, an estimate of o2 is available by the analytical
maximization of Eq. (13):

~y T e?
7= 1{(T—tn)Et}' 1

The substituted log-likelihood function is then:

L:—% ni ln<OZEt)—%t

—(T—n) ln( 6)—%

Because both O and E, are implicit functions of P in terms of
Egs. (6) and (8), L* becomes a complicated nonlinear function of P.

The estimator of time-related regression coefficients approximately
fits to a standard normal distribution with a mean equal to 3,(T) and a
standard deviation (SD) oV¥2. The 95% confidence intervals for the
estimate extended above and below 20V}2, ie., f(T)+20V;’2
Therefore, if the enclosed range did not cover zero at a time point, a
rejection of the null hypothesis was indicated (i.e., no significant
connectivity between the two signals) at the 5% significance level,
suggesting the regression coefficient at time point t was signifi-
cantly different from zero. If the range from P, (T)— 20V1/ 2 to
Pe(T) + 20V1 /2 included a constant value except for zero over time,
this suggests the estimated regression coefficient [3,(T) was stable over
time. In this study, we applied the CAPTAIN Toolbox (http://www:.es.
lancs.ac.uk/cres/captain/) to estimate the parameters.

T
L'(P) = HZ: In(E,). (15)

Simulated signal

In this study, we initially applied the combined VPR analysis and
Kalman filtering method to simulated data. Two signals, x and y, were


http://www.es.lancs.ac.uk/cres/captain/
http://www.es.lancs.ac.uk/cres/captain/
http://eeg.sourceforge.net/doc_m2html/bioelectromagnetism/tal2mni.html
http://eeg.sourceforge.net/doc_m2html/bioelectromagnetism/tal2mni.html

J. Kang et al. / Neurolmage 56 (2011) 1222-1234

1225

Signals

—— Signal x
—— Signal y

1 1
150 200

1 1 1 1 1 1
250 300 350 400 450 500

0 50
Time
B Beta amplitude
1 5 Wl T T
1.0
0.5
AL
-0.5 :
Af :
-1.5
C I | | I :.," B | £ o ;.: | i
0] 50 100 150 200 250 300 350 400 450 500
Time

Fig. 1. The simulated data and dynamic interactions. (A) Signal X is composed of five sine parts, including a sinusoidal part and four half-sinusoidal parts, and six noise parts. The blue

and red lines denote signals x and y, respectively. The two signals are normalized to a
Linear regression coefficient equivalent to Pearson's correlation coefficient between the
the pink line. The pink broken line indicates the standard errors.

generated (Fig. 1). Both the signals contained 504 time points,
including a sinusoidal part and four half-sinusoidal parts and six noise
parts. The noise parts met a normal distribution with mean 0 and
variance 0.2 with 40, 40, 26, 41, 51 and 81 sample sizes, and the
sinusoidal parts had a sinusoidal part with 26 time point and four half
sinusoidal parts the same length as the noises from the last four parts.
The sinusoidal parts of signals x and y were mixed with white noises
with mean 0 and variance 0.02. For the signals x and y, the sine parts
and noise parts were arranged alternatively. To be clearly represented,
the signal y is shifted down lightly. The two signals were separately
mean-centered and normalized before the application of the variable
parameter regression analysis.

Generation of dynamic RSFC (D-RSFC) maps

D-RSFC maps were examined by using the VPR analysis and by
computing the relationship between the time course of the ROI and
any voxel within the S-RSFC maps over time. Of note, the D-RSFC
maps were derived based on the same preprocessed data as that used
to generate S-RSFC maps. We obtained the dynamic regression
coefficient and its standard error to identify significant functional
connectivity at any time point. The D-RSFC strength probability
distribution maps were obtained by calculating the percentage of the
number of time points where the coefficient was significantly
different from zero. If the strength probability of one given voxel
was equal to 1, that voxel always showed significant functional
connectivity to the ROI across time.

Dynamic relationship between different brain networks

After examining the fluctuations within the resting-state net-
works, we investigated the dynamics of the relationship between

mean =0 and a variance = 1. To be clearly represented, signal y is shifted down lightly. (B)
two time series is shown as the green line and the dynamic regression coefficient is drawn as

resting-state networks across time. We first obtained a representa-
tive time series by averaging time series over those voxels strongly
and stably connected to a ROL Then, these resulting means of the
time series were independently mean-centered and variance-
normalized. Finally, we applied the combined VPR analysis and
Kalman filtering method again to exploring the dynamic associa-
tions between these time series representing different brain
networks.

Spatial similarity of the D-RSFC maps across time

We also examined the spatial similarity of the dynamic regression
maps between different time points using Kendall's concordance
coefficient (KCC) (Kendall, 1938)

¥ (R)*—n(R)?

W = .
1 K2 (n3—n)

(16)

12

In this equation, W is a KCC value of a given brain network, ranging
from O to 1; R; is the sum rank of the ith voxel within the network and
n is the number of voxels within the S-RSFC maps.R = ((n + 1)K) /2
is the mean of the R;. K is the number of the brain volume in a scan
session (here K=230).

KCC quantifies the similarity of a network across time during a
resting state. We transformed W into an y? statistic with degrees of
freedom of n—1 using Eq. (17) (Legendre, 2005). The KCC of one
network of the group is an average of all of the subjects.

2

¥’ =Kn—1)W 17)
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Spatial similarity between S-RSFC and D-RSFC maps

The D-RSFC maps represent the dynamic functional connectivity
patterns of brain regions across time, whereas the S-RSFC maps were
stable with a focus on the general relationship across brain regions.
We also explored the spatial similarity of S-RSFC and D-RSFC maps to
reveal the intrinsic relationship of the combined VPR analysis and
Kalman filtering method and linear regression analyses. For each ROI,
the corresponding S-RSFC and D-RSFC maps at a given time point
were transformed to columns of two vectors, and the correlation
coefficient was measured between the two vectors. We repeated this
process for each of the time points. As a result, the patterns of
correlation coefficients were described as a function of time. The
spatial similarity between the S-RSFC and D-RSFC maps was described
as a percentage of the area of the curve (i.e., a function of time)
occupying the maximum possible area of the curve (the correlation
coefficient at each time point was equal to 1).

Results
Simulated data

We utilized two simulated signals to establish the validity of the
VPR analysis. The signals, x and y, were simulated using the
conjunction of the sine function and random white noises alternately
(Fig. 1). The application of Pearson's correlation to the two signals
revealed that their correlation was approximately equal to O (i.e., the
green line in Fig. 1B). However, it's easy to imagine that the real
correlation between both signals was dynamically changing over
time, rather having simply no correlation. Using the combined VPR
analysis and Kalman filtering method approach, a high correlation
between the high consistent/reversed signals was estimated at close
to 1 (i.e., positive correlation) or —1 (i.e., negative correlation) and
displayed in the form of beta amplitudes. In contrast, the interaction
of the signals located between the half-sine signals (i.e., random
parts) shifted toward zero. These results suggest that this approach
can capture temporal dynamic correlations between the two signals.

S-RSFC maps

Several functional subsystems in the resting brain were studied
using a seed-based correlation analysis (Fig. 2). For each subsystem,
voxels with significantly positive correlations to each ROI were
identified using a one sample t-test (p<0.05, cluster-based correc-

tion). These functional subsystems are separately described in Table 1.

D-RSFC maps

We examined D-RSFC maps by combining the VPR and Kalman
filtering methods. Each D-RSFC map was constrained by a mask
created by the corresponding S-RSFC map. We then computed the
time-varying regression coefficients between the ROIs and all of the
voxels within the mask. Movies of time-varying functional connec-
tivity within each brain network were provided in the supplemental
materials. In the memory network, the hippocampus showed high
correlations with the medial posterior cingulate cortex over the entire
run, but the coefficients between this region and the medial prefrontal
cortex had a large variation (Supplemental Movie 3). An analogous
phenomenon was observed in the motor network, in which the
motor-related ROI had high and stable correlations with homogenous
regions across time but had large fluctuations in the inferior motor

cortex (Supplement Movie 4). The detail of the dynamic connectivity
patterns between the voxels and the relevant ROIs could be found in
all eight movies. To examine whether different voxels in the S-RSFC
map recruited various strengths connected to the ROI, we calculated
the number of time points where dynamic regression coefficient was
significantly different from zero. The percentage of the number of
time points where the coefficient was significantly different from zero
for a representative subject is shown in Fig. 3. Some voxels showed
significant correlation with ROIs at all time points (depicted as a
yellow color) but not for other voxels (depicted as a red color). These
results suggested that different voxels with high correlation coeffi-
cients exhibited different dynamic correlation patterns or variant
connectivity strengths.

To further examine the probability of distribution of the
connectivity, we created a histogram of a set of thresholds with an
increment of 0.1 (Fig. 4). Most of the voxels with relatively weak
connections to the ROI fell under the probability of 0.5. There were,
however, only 10-20% of the voxels with strong connectivity,
indicated by a probability close to 1. The distribution trend of each
network appeared as an approximate chi-square distribution, if one
ignored the bar with a probability of 1. The percentage of voxels with a
probability less than 0.5 accounted for about 75%. As a consequence, a
small percentage of voxels fell into a probability range of 0.5-0.9.
Notably, the percentage increased rapidly when the probability
threshold reached around 1. This profile was observed across all of
the subsystems. Moreover, the number of voxels with strong
connectivity to each ROI was stable across time and subjects (Fig. 5).

The similarity of D-RSFC maps

We calculated the spatial similarity of the D-RSFC maps among all
time points in terms of the KCC. In this sense, each image map was first
converted to a spatial vector and all vectors from all time points were
entered into the KCC analysis, to evaluate the spatial similarity of these
image maps. For each network across all subjects, the KCC distribution
map is shown in Fig. 6. The KCC of each network was located in the
range of 0.25-0.4. Further statistical tests on the KCC revealed that the
D-RSFC maps were significantly consistent (p<0.001). Moreover, the
similarity of the D-RSFC and S-RSFC maps was in the range of 0.43-0.61
(Fig. 7). The trend of the similarity of the D-RSFC and S-RSFC maps
was similar to that obtained from the KCC distribution specific to the
D-RSFC maps (Fig. 6) except for the different scale.

Dynamic relationships between the RSFC networks

In addition to the investigations of the dynamic connectivity
within brain systems, we applied the combined VPR analysis and
Kalman filtering method to exploring the time-varying relationship
between the different brain functional networks. The mean linear
correlation coefficients between each pair of networks and the
standard deviations are shown in Fig. 8. We found that the default
mode network was negatively correlated with the attention, motor,
auditory, visual and language networks and positively correlated with
the memory and subcortical networks. These findings are consistent
with previous resting-state fMRI studies using an S-RSFC analysis
(Greicius et al., 2003; Fox et al., 2005; Fransson, 2005; Wang et al.,
2006; Uddin et al., 2009). For example, the default mode network
potentially contributed to memory functions (Vincent et al., 2006),
implying that both the default mode and memory networks may
share brain regions.

Fig. 2. S-RSFC maps. The positive correlation maps of the default-mode, attention, memory, motor, auditory, visual, language and subcortical networks during the resting state. A
group correlation map of each network was created using a one sample t-test, (p<0.05, corrected). The green circle and pink arrow of each map show the location of the ROI with the

relevant MNI coordinates.
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Fig. 4. Percentage of connectivity strength probability. The percentage of connectivity strength of each network is shown as an interval of 0.1. The probability means the number of
time points at which regression coefficient was significantly different from zero, divided by the total number of time points (here, the value was 230). There was only a 10-20 percent
strong connection in each of the eight systems. The error bars correspond to the standard error of the mean.

Discussion

In this study, we investigated a set of time-varying functional
networks using a resting-state fMRI by combining the VPR analysis
and the Kalman filtering model. The inter-regional interactions within
and between these networks showed dynamic fluctuations over time,
though there were few voxels with stable and strong connectivity
with the predefined ROIs within each network.

Coherent fluctuations across regions have been previously exam-
ined using various methods, such as the linear correlation analysis and
the independent component analysis. These methods predominantly
investigated global properties over the whole scan time and provided
that resting-state functional connectivity was static over time. An
increasing number of studies have demonstrated that these resting-
state functional networks are not only related to physiological activity
but also consistent with the activation maps of goal-oriented tasks
(Friston and Buchel, 2000; Lowe et al., 2000; Hampson et al., 2002;
Jiang et al., 2004 ). Nonetheless, these resting state networks (RSNs)
are slightly discrepant across different studies (Lowe et al., 1998;
Cordes et al., 2000; Damoiseaux et al., 2006; Vincent et al., 2006). This
diversity may be accounted for by differences in arousal and sleep

levels (Fukunaga et al., 2006), emotional state (Harrison et al., 2008)
and the dynamics of RSNs across time (Butts, 2009). These factors have
been sufficiently discussed except for dynamics. Notably, the dynamic
factor has been examined in a recent study using a time-frequency
analysis (Chang and Glover, 2010). In the current study, the
application of a novel method revealed dynamic functional connec-
tivity both within and between multiple cognitive networks, which
may contribute to the understanding of neuronal dynamics in a resting
state as provided in a previous study (Haughton and Biswal, 1998).
Simulation data was first used to demonstrate the validity of the
combined VPR analysis and Kalman filtering method (Fig. 1). For a
comparison purpose, we also applied a sliding windows correlation
method to the simulation data (Fig. S2). We found that our method
exhibited better performance than sliding windows correlations in
noise suppression and accurate estimation within the intervals
between noise and sine parts. For the sliding windows correlations,
we found the smaller the window size is, the more detailed the sliding
correlation distribution will be, and the more noise effects. In contrast,
the larger the window size is, the less accurately estimated value in
the range from noise parts to sine parts will be. These results were
compatible with a recent event-related potentials study showing

Fig. 3. The probability distribution of D-RSFC strength. The strength probability distribution maps of the default-mode, attention, memory, motor, auditory, visual, language and
subcortical networks during the resting state. The green circle of each map shows the coordinates of the RO The different color-coded voxels in each network indicate different

connectivity strengths with the ROL
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Fig. 5. Stability of strong functional connectivity. This boxplot shows median, interquartile, and range for the percentages of the group of subjects. The stability percentage of voxels

that have strong connectivity with the ROIs was almost 100%.

better performances in a combined VPR analysis and Kalman filtering
method than the sliding window averaging (Vedel-Larsen et al.,
2010).

The observed dynamic coefficient reflected in Fig. 4 suggests that
the traditional linear measurement may not entirely reflect the
intrinsic interactions between brain regions, particularly those
regions linked by discrepant anatomical structures. The stable and
varying functional connectivity may contribute to the understanding
of the relationship between brain structural and functional connec-
tivity that structures the connectivity to provide the foundation for
high-level functional connectivity. However, functional connectivity
may just reflect structural restrictions to a certain extent (Damoi-
seaux and Greicius, 2009; Honey et al.,, 2009). To compare static
linear coefficients and dynamical strength probabilities, we pre-
sented a scatter plot showing the static linear correlations (the values
were set to absolute value) against the dynamical strength
probabilities within the default mode network of a representative
subject. There was a significant association between static and
dynamic connections (r=0.618, p<0.0005, Fig. S1). This result
indicates that the traditional seed-based correlations can partly
reflect dynamic correlations (at a long time scale), though the
dynamic correlations can capture the instantaneous relationship
between two signals. Consequently, we speculate that those 10-20%
of the voxels in the S-RSFC maps with a high connection probability
close to 1 (reflecting strong connectivity) may be directly connected
to prior ROIs by a number of white matter fibers, but other voxels
with a low connection probability may be recruited indirectly or
have no anatomical connectivity among them. Specifically, we
found that bilateral homogenous networks, such as the attention,
auditory and language networks, manifested a strong functional
connectivity (Fig. 3) that are implemented by the corpus callosum
connecting the left and right hemispheres (Johnston et al., 2008).
The default mode network, with high connectivity between the
posterior cingulate and medial prefrontal cortex, is connected by
the superior longitudinal fasciculus and cingulate fiber tracts
(Johnston et al., 2008; Greicius et al., 2009). All of these findings

suggest that high probabilistic connections are related to anatom-
ical connectivity. Recent studies have demonstrated that both static
and dynamic cerebral blood flow characteristics exist in a single
scan (Zou et al, 2009a), which may provide the basis of the
coexistence of static and dynamic components in functional
connectivity. Given the previous evidence and a hierarchy of
processing frames at different temporal scales during sensory
input (Kiebel et al., 2008), we speculate that functional connectivity
between regions could be concurrently categorized into stable and
dynamic components. The dissociated properties may correspond
to a hierarchical conception; the bottom layer connections to
central regions, as the backbone of a functional system related to
anatomical connections, are robust and stable over time, but top
layer connections, reflecting functional connections, are susceptible
to external stimuli and easily modulated over time by other sources,
such as levels of attention and mind-wandering. However, this
speculation needs to be examined in future studies.

In addition, the current study reported an interesting finding that
the D-RSFC maps exhibited high spatial similarity over time. This
phenomenon was consistently observed in each functional network of
each participant and could not be accounted for by potential
acquisition artifacts. The values of the KCC of the visual and default-
mode networks were larger than the others. Consistent with our
finding, Damoiseaux et al. (2006) reported that the visual and default-
mode networks exhibit a relatively high mean percentage of BOLD
signal changes and a low variation around this mean across multiple
subjects. In addition, Zuo et al. (2010) found that the most reliable
resting-state networks were associated with attention selection and
encoding, including primary visual perception and the default-mode
network. The consistency across studies suggests that the visual and
default-mode networks are more reliable and sustainable over time
within subjects and between subjects. Notably, the co-appearance of
both variability and persistence indicates that dynamic fluctuations in
the RSFC maps have high continuity over time, implying the
robustness of cognitive regions regardless of the appearance of
cognitive tasks (Friston and Buchel, 2000; Achim and Lepage, 2005;
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Fig. 6. Spatial similarity of the D-RSFC maps across time. The KCC of each network was mostly located in an interval from 0.25 to 0.4. Further statistical evaluation revealed that the
D-RSFC maps were consistent (i.e., the relationship between voxels within the human brain was stable) across time (p<0.001). This boxplot shows median, interquartile, and range

for the Kendall coefficients of the group of subjects.

Tian et al., 2007). This phenomenon is consistent with the previous
notion that many systems have stable statistical properties at the
global level but are more dynamic at the microscopic level (Gautreau
et al.,, 2009).

Selective attention and goal-directed behavior are generally
associated with increased activity in the task-positive networks and
suppressed activity in task-negative networks (Cabeza et al., 2000;
Simpson et al, 2000, 2001; Corbetta et al, 2002; Corbetta and
Shulman, 2002; McKiernan et al., 2003). In contrast, stimulus-
independent thoughts are associated with increased activity in task-

0.8 T T T T

negative networks and a trend toward decreased activity in task-
positive networks (McGuire et al., 1996). Moreover, this negative
correlation between the default-mode network and the attention
network has been depicted by Fox et al. (2005). Consistent with these
studies, we also observed that the default-mode network was anti-
correlated with the motor, language and auditory networks. Although
the anti-correlation changed over time because of the possible
changes in states (e.g., arousal and noises) (Chang and Glover,
2010), a detailed mechanism remains unclear. Future studies will be
helpful in clarifying this issue.

0.7
Fn +

0.6

e
o
T

|
|
I
|
A

Similarity
o
-~
T

o
w
T

0.2

011

n 1 1 1 1

e

se0

|
—4 —

1 1 L 1

Og A, L
s ©ny: €m
Uy Mg of"ﬁ!f; o’]f
Te

Mo,

Aug;, b L) Sy,
e, Stigy 9. b"—‘o .
v e i Cay

Fig. 7. Spatial similarity between the D-RSFC and S-RSFC maps. The similarity of D-RSFC maps and S-RSFC maps ranged from 0.43 to 0.61. This boxplot shows median, interquartile,

and range for the spatial similarities of the group of subjects.
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In this study, the combined VPR analysis and Kalman filtering
method was employed to detect time-varying changes in functional
connectivity. Other methods have been used in previous studies, such
as the wavelet dynamic vector autoregressive model (Sato et al.,
2006), the continuous wavelet transform (Li et al., 2007; Chang and
Glover, 2010), the phase-locking value (Lachaux et al., 1999) and the
sliding-window correlation (Chang and Glover, 2010). However, the
wavelet dynamic vector autoregressive model and continuous
wavelet transform may be compromised by the wavelet selection
and edge-effects at the larger scale. Phase-locking depends on the
choice of a specific frequency for analysis in order to separate the
amplitude and phase components of the signals and it focuses on the
detection of phase-locking between pairs recordings across trials.
Windowed linear regression has poor time-resolution and be less
flexible, which can be influenced by the length of window. The
combined VPR analysis and Kalman filtering method used in this
study could overcome these issues because (i) it is more robust and
less sensitive to parameter setting, and (ii) it has a better noise
suppression after smoothing. Of note, there are still some limitations
of the method. First, it could not separate frequency information from
the signals. Secondly, when the number of time points increases, the
time of calculation will increase quickly. Thirdly, this approach does
not rule out some adverse aspects such as neglected phase
information (Lachaux et al., 1999; Chang and Glover, 2010). Finally,

the method could not completely reflect real-time correlations
because of the backward smoothing step that uses all of the late
data to adjust prior estimated regression parameters.

There are some other limitations in this study. First, the low-
frequency BOLD signal produced by the low frequency band-pass
filtering may be insufficient to explain the spontaneous fluctuation
phenomena in BOLD signals (Anderson, 2008). Although most studies
have consistently identified coherently spontaneous low-frequency
fluctuations in the range of 0.01-0.1 Hz during a resting state, it was
difficult to accurately exclude influences of neurophysiological noises
(e.g., cardiovascular and respiratory fluctuations) based on the
current acquisition resolution. Second, this study revealed few strong
connections between the ROI and voxels within each functional brain
network. To investigate whether the stable connectivity promptly
reflected anatomical connections between them, it would be inter-
esting to utilize diffusion tensor imaging to validate this hypothesis in
future studies.

Supplementary materials related to this article can be found online
at doi:10.1016/j.neuroimage.2011.03.033.
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