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The accumulation of multisite large-sample MRI datasets collected during large brain research projects in the last 

decade has provided critical resources for understanding the neurobiological mechanisms underlying cognitive 

functions and brain disorders. However, the significant site effects observed in imaging data and their derived 

structural and functional features have prevented the derivation of consistent findings across multiple studies. 

The development of harmonization methods that can effectively eliminate complex site effects while maintaining 

biological characteristics in neuroimaging data has become a vital and urgent requirement for multisite imaging 

studies. Here, we propose a deep learning-based framework to harmonize imaging data obtained from pairs of 

sites, in which site factors and brain features can be disentangled and encoded. We trained the proposed frame- 

work with a publicly available traveling subject dataset from the Strategic Research Program for Brain Sciences 

(SRPBS) and harmonized the gray matter volume maps derived from eight source sites to a target site. The pro- 

posed framework significantly eliminated intersite differences in gray matter volumes. The embedded encoders 

successfully captured both the abstract textures of site factors and the concrete brain features. Moreover, the 

proposed framework exhibited outstanding performance relative to conventional statistical harmonization meth- 

ods in terms of site effect removal, data distribution homogenization, and intrasubject similarity improvement. 

Finally, the proposed harmonization network provided fixable expandability, through which new sites could be 

linked to the target site via indirect schema without retraining the whole model. Together, the proposed method 

offers a powerful and interpretable deep learning-based harmonization framework for multisite neuroimaging 

data that can enhance reliability and reproducibility in multisite studies regarding brain development and brain 

disorders. 

1

 

h  

s  

u  

I

o  

b  

F  

l  

2  

n  

h

R

A

1

(

. Introduction 

Advances in magnetic resonance imaging (MRI) in recent decades

ave provided powerful techniques for noninvasively exploring the

tructures and functions of the human brain in vivo, facilitating our

nderstanding of neurobiological mechanisms underlying the devel-
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pment of complex cognitions and clinical impairments related to

rain disorders ( Cao et al., 2017a ; Fornito et al., 2015 ; Park and

riston, 2013 ). Multisite MRI data acquisition in recently launched

arge brain research projects, such as the IMAGEN ( Schumann et al.,

010 ) and ABCD ( Casey et al., 2018 ) projects, has accumulated critical

euroimaging resources to facilitate brain investigations with impres-
ay 2022 
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ive statistical power ( Laird, 2021 ; Poldrack and Gorgolewski, 2014 ;

ia and He, 2017 ). However, considerable heterogeneity among imag-

ng datasets collected from different sites, which results in differences

nown as site effects, has been widely documented in both raw struc-

ural and functional imaging data ( Li et al., 2020 ; Radua et al., 2020 ) and

mage-derived brain characteristics, such as gray matter volume (GMV)

 Melzer et al., 2020 ) and functional connectivity ( Noble et al., 2017a ;

amashita et al., 2019 ). The site effect predominantly results from both

he sampling of divergent populations and the different scan equipment

cross different sites and is a major source of the inconsistencies in the

ndings reported from different studies on the same topic. Therefore,

eveloping methods for harmonizing imaging data across different scan

ites has become a fundamental and urgent requirement for multisite

maging studies. 

To correct for the site effect in multisite imaging data, several har-

onization strategies have been proposed, which can be summarized

nto two major categories: conventional statistics-based harmonization

ethods and recently developed deep learning (DL)-based harmoniza-

ion methods. Conventional statistical methods are usually applied via

inear regression of univariate metrics, with sites indexed as a cate-

orical covariate, for example, in the least squares-based general lin-

ar model ( Rao et al., 2017 ) and Bayesian estimation-based ComBat

 Fortin et al., 2018 ; Fortin et al., 2017 ). These methods have been uti-

ized in multisite imaging studies and have shown a powerful capacity

or removing linear site effects in brain metrics ( Pomponio et al., 2020 ;

ia et al., 2019 ; Yu et al., 2018 ). However, noticeable limitations have

een observed for this type of harmonization method. First, the site ef-

ect is mathematically assumed to be linear, while the actual effect may

e much more complex. Second, brain characteristics are independently

onsidered in these models, largely neglecting the spatial and topolog-

cal relationships among brain regions. To overcome these defects, re-

ently proposed DL-based harmonization methods, including the U-net

utoencoder ( Dewey et al., 2019 ) and cycle-generative adversarial net-

orks ( Chen et al., 2022c ), allow for mapping the complex abstract rep-

esentations of the nonlinear spatial patterns of site effects in MRI data.

hese models have been primarily applied to the harmonization of dif-

usion tensor images ( Moyer et al., 2020 ; Tong et al., 2020 ), structural

mages ( Zuo et al., 2021 ), and morphological measurements ( Zhao et al.,

019 ), successfully eliminating site effects in such data containing com-

lex spatial or topological information. However, the interpretability

s relatively low for most of these established DL-based harmonization

ethods, for which high-dimensional representations are difficult to de-

ineate. Additionally, the model training strategy of site pairing is a com-

on approach for DL-based methods, and the fusion of data from mul-

iple sites in a single model will greatly increase the model’s complexity

nd require much more training data. Designing a harmonization frame-

ork with high expandability will facilitate the application of DL-based

ethods. 

Another critical factor for establishing reliable multisite image har-

onization models is the selection of training data. The core objectives

f multisite harmonization are to eliminate nonbiological factors, such

s MRI equipment and scan protocols, while simultaneously retaining

he biological factors of participants across different sites. Therefore,

he innovative traveling subject dataset, in which each participant is

canned at all sites, has become a valuable resource for the training of

armonization models, as it can minimize bias in population sampling

cross sites and ensure that established models only learn nonbiolog-

cal factors ( Noble et al., 2017b ; Tong et al., 2019 ; Yamashita et al.,

019 ). Although existing multisite imaging studies have shown that

armonization models based on nontraveling subject datasets, be they

onventional statistics- or DL-based models, can efficiently remove site

ffects ( Garcia-Dias et al., 2020 ), whether intersite differences in biolog-

cal factors are overeliminated is unknown. Benefiting from the publicly
2 
vailable traveling subject dataset, several recent studies have estab-

ished harmonization methods that can separate and protect biological

actors from complex site effects and have achieved outstanding perfor-

ance with a small training sample ( Yamashita et al., 2019 ). However,

L-based harmonization models for brain measurements using the trav-

ling subject dataset are still lacking. 

Here, we propose a DL-based harmonization framework that can dis-

ntangle both site factor and brain factor representations from site ef-

ects based on a publicly available traveling subject dataset. Taking the

idely used GMV measurement as an illustration, we first examined

hether this framework can significantly eliminate site effects in the

MV maps of nine scan sites. Then, we investigated whether the site

actor and brain factor encoders embedded in the framework can cap-

ure intersite and intersubject variability, respectively. We further com-

ared the proposed method with several conventional statistical har-

onization methods in terms of site effect removal, data distribution

omogenization, and intrasubject similarity improvement. Finally, we

valuated the expandability of the proposed framework for adding new

ites to the target site via an indirect schema. 

. Methods 

.1. The deep learning-based representation disentanglement (DeRed) 

ramework for multisite imaging data harmonization 

We proposed a DL-based bidirectional framework ( Fig. 1 a) for neu-

oimaging data harmonization, which enables the transfer of imaging

ata from a given site to a target site and vice versa. Specifically, this

ramework contains four encoders for disentangling site factors and

rain factors in imaging data from the source and target sites and two

ecoders for synthesizing harmonized images from the encoders. This

esign allows harmonized imaging data to contain both target site in-

ormation and natural brain features. This framework was inspired by a

isentangled unsupervised cycle-consistent adversarial network (DUN-

AN) ( Liu et al., 2021 ), which was developed to remove MRI arti-

acts based on representation disentanglement. As shown in Fig. 2 a,

he site factor encoder in DeRed contains three residual blocks, which

an avoid the convergence performance degradation caused by struc-

ural redundancy ( He et al., 2016a , b ). Each residual block includes a

et of two-dimensional (2D) convolution layers and leaky rectified lin-

ar unit (LeakyReLU) activation ( Fig. 2 b). When the feature maps pass

hrough the residual block, the size is reduced by half, and the output

f each residual block can be used as image features at different scales.

otably, each input slice of the site factor encoder must undergo an

verage pooling process before the residual blocks because the repre-

entation related to the scanning site or equipment should be abstract,

egardless of anatomical details, and should not be extracted from the

hallower layer. For the brain factor encoder, we replaced the average

ooling layer with an additional residual block and added an instance

ormalization operation ( Huang and Belongie, 2017 ) for each residual

lock to enable the capture of more detailed anatomical features and to

mprove the convergence speed. 

The decoder ( Fig. 2 c) contains a two-step synthesis structure, inte-

rating features extracted by the encoders. First, site factor features at

ifferent scales are mixed through a series of upsampling processes and

esidual blocks, but it should be noted that the size of each feature map is

ot reduced by half when passing through the residual block. Similarly,

he mixing process for brain factor features also involves brain factor

esidual blocks and an upsampling process. After the first stage of the

ixing process, the decoder produces two feature maps —one for the site

actors and one for the brain factors —and the corresponding mean and

aximum feature maps are also calculated. Second, these feature maps

re concatenated and input into a brain factor residual block with a 2D
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Fig. 1. Architecture of the DeRed framework and center-spoke harmonization network. (a) DL-based representation disentanglement framework. The site 

factor and brain factor features are extracted from the original MR images by the encoders, and the decoder synthesizes harmonized MR images by combining 

these two features. 𝐸 _ 𝑏𝑟𝑎𝑖 𝑛 𝑠 and 𝐸 _ 𝑠𝑖𝑡 𝑒 𝑠 represent the brain factor and site factor encoders, respectively, for the source site. 𝐸 _ 𝑏𝑟𝑎𝑖 𝑛 𝑡 and 𝐸 _ 𝑠𝑖𝑡 𝑒 𝑡 represent the brain 

factor and site factor encoders, respectively, for the target site. 𝐷 𝑠 and 𝐷 𝑡 represent the decoders for the source site and target site, respectively. (b) Center-spoke 

harmonization network with the target site located at the center. This harmonization network supports the bidirectional migration of MRI between the target site 

and source sites. Each two-way arrow represents an independent DeRed framework. 
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onvolution operation. The data input into the site factor and brain fac-

or encoders are 2D images obtained by slicing three-dimensional (3D)

ata along a certain direction, and the output results of the decoder

aintain a shape consistent with that of the input data. 

Based on the DeRed framework, we established a flexible harmoniza-

ion network, as shown in Fig. 1 b. The different sites can be understood

s different nodes in this harmonization network, connected by edges

layed by DeRed. The harmonization network possesses a center-spoke

opology with the target site, whose scanned images have the best data

uality, at the center, and the data from the other sites are harmonized

o this center site. Notably, scanning data from any site can be trans-

erred to another site through the network edges. Furthermore, if a new

ite establishes a relationship with a site belonging to this harmonization

etwork, it can also be transferred to any other site along the network

dges. 

.2. Materials and T1 data processing 

To minimize sampling bias across sites, we trained our harmoniza-

ion framework using a traveling subject dataset from the DecNef Project

rain Data Repository ( https://bicr-resource.atr.jp/srpbsts/ ), which was

athered by the Strategic Research Program for the Promotion of Brain

cience (SRPBS) ( Tanaka et al., 2021 ; Yamashita et al., 2019 ). This

ataset included nine healthy participants (all male, ages 24-32 years),

ach of whom underwent T1-weighted MRI scans at 12 different cen-

ers. All of these sites used 3T scanners but with different manufactur-

rs (Siemens, GE, and Philips), scanner types (Verio, Tim Trio, Spectra,

kyra, and Achieva), phase encoding directions (posterior to anterior

nd anterior to posterior), and numbers of channels per coil (8, 12, and

2). Data from three sites were excluded (ATT, UTO, and YC2) due to

he inclusion of duplicate data. The detailed scanning parameters at each

ite are listed in Table 1 . Written informed consent was obtained from

he participants, and the data collection procedure was approved by the

nstitutional review boards of each site. 
3 
In the current study, we selected the widely used GMV measure-

ent ( Grieve et al., 2013 ; Smallwood et al., 2013 ) derived from T1-

eighted images as an example to examine the feasibility of the pro-

osed harmonization method. The GMV was calculated by using Statis-

ical Parametric Mapping (SPM12, https://www.fil.ion.ucl.ac.uk/spm/ )

 Ashburner, 2012 ) and the Computational Anatomy Toolbox (CAT12,

ttp://dbm.neuro.uni-jena.de/cat12/ ) ( Iglesias et al., 2015 ). Briefly, for

ach T1 scan, an N4 bias field inhomogeneity correction was first per-

ormed, and an adaptive maximum a posteriori (AMAP) approach was

hen used in tissue segmentation. Optimized shooting approach-based

patial registration was further performed to normalize all images to

he standard Montreal Neurological Institute (MNI) space. Modulated

ormalization was then implemented to compensate for GMV changes

aused by affine transformation and nonlinear warping. Finally, all

MV maps were smoothed with an 8-mm full-width at half-maximum

FWHM) Gaussian kernel. 

.3. Training and harmonization processes 

ATV was selected as the target site ( 𝜑 𝑡 ) in the harmonization process

ainly for the following two reasons. First, the equipment manufacturer

nd number of channels per coil at ATV were the most frequently used

mong all the sites. Second, imaging data from ATV showed better qual-

ty with less noise than those from other sites during visual screening.

ther sites were regarded as source sites ( 𝜑 𝑠 ), resulting in 8 independent

ntersite harmonization pairings with ATV. For validation purposes, we

lso randomly chose another site as the target site (e.g., HUH) and re-

rained the DeRed harmonization framework based on the remaining

ight source sites and the new target site. 

Prior to the training process, we cropped all GMV maps from a

atrix size of (181, 217, 181) to (176, 208, 176), which guaranteed

hat the sliced images could be restored to their original size after

ultiple-average pooling and upsampling operations. Moreover, to en-

ure the harmonization process within the gray matter regions and

https://bicr-resource.atr.jp/srpbsts/
https://www.fil.ion.ucl.ac.uk/spm/
http://dbm.neuro.uni-jena.de/cat12/
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Fig. 2. Architecture of the encoders and decoder. (a) Architecture of the site factor encoder and brain factor encoder. The S out i and B out i models represent the 

feature maps extracted by the i-th site factor and brain factor residual blocks, respectively. (b) Architecture of the site factor residual block (S Block ) and brain factor 

residual block (B Block ). (c) Architecture of the decoder, which integrates the outputs from both the site factor and brain factor encoders. 
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educe the computational burden, we constrained the data training

rocess within a gray matter mask, which was determined by aver-

ging the GMV maps of all scans and further applying a threshold of

.2 mm 

3 . 

The inputs of the training model were obtained by slicing along a cer-

ain anatomical direction (coronal, sagittal, or transverse); slices that

id not intersect with the gray matter mask were not included in the

ubsequent training process. A section position was then randomly de-

ermined during each epoch to ensure uncertainty during the training

rocess, and slices of imaging data of all subjects at 𝜑 𝑡 and 𝜑 𝑠 were ex-

racted at this position. Notably, we hold that spatially adjacent slices

ssist in capturing brain factor representative information; therefore, we

et the spatial resolution of the training slices to (176, 208, 3) for the

ransverse orientation, (176, 176, 3) for the coronal orientation, and

208, 176, 3) for the sagittal orientation. Thus, the i-th individual slice

an be predicted repetitively at different channels for the (i-1)-th, i-th

nd (i + 1)-th slice inputs. The images produced by the three channels

ere averaged to obtain the final harmonized single slice. 

Furthermore, if the harmonization process is simply based on a single

licing direction, it cannot fully summarize the global spatial informa-

ion contained in 3D images. Therefore, we independently trained three
4 
odels. The training set of each model was obtained by slicing the im-

ge data from different anatomical directions, and then the output was

veraged as the final harmonization result of the 3D image. 

We defined four convergence constraint losses for the harmonization

rocedure: 

First, we expect the site factor encoder to extract the same represen-

ation at the same site across different subjects: 

𝑜𝑠 𝑠 𝑆𝑖𝑡𝑒𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 = 𝔼 𝑥 𝑠 ∼𝜑 𝑠 𝐸 _ 𝑠𝑖𝑡𝑒 
𝑖 
𝑠 

(
𝑥 𝑠 
)
− 𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 𝑠 

(
𝑥 𝑠 
)
𝜇1 

+ 𝔼 𝑥 𝑡 ∼𝜑 𝑡 𝐸 _ 𝑠𝑖𝑡𝑒 
𝑖 
𝑡 

(
𝑥 𝑡 
)
− 𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 𝑡 

(
𝑥 𝑡 
)
𝜇1 

(1) 

here 𝑥 𝑠 and 𝑥 𝑡 denote the images from 𝜑 𝑠 and 𝜑 𝑡 , respec-

ively. 𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 
𝑠 
( . ) and 𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 

𝑡 
( . ) denote the i-th feature map outputs

f the i-th residual block in the site factor encoders of 𝜑 𝑠 and

 𝑡 , respectively. 𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 
𝑠 
( 𝑥 𝑠 ) 𝜇 = 

1 
𝑛 

∑
𝑥 𝑘 ∼𝜑 𝑠 

𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 
𝑠 
( 𝑥 𝑘 ) and 𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 

𝑡 
( 𝑥 𝑡 ) 𝜇 =

1 
𝑛 

∑
𝑥 𝑘 ∼𝜑 𝑡 

𝐸 _ 𝑠𝑖𝑡𝑒 𝑖 
𝑡 
( 𝑥 𝑘 ) denote the average i-th site factor residual block out-

uts of n subjects from 𝜑 𝑠 and 𝜑 𝑡 , respectively. 

Second, we expect the brain factor encoders of 𝜑 𝑠 and 𝜑 𝑡 to extract

he same representation from imaging data acquired from the same sub-

ect at different sites: 
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5 
𝑜𝑠 𝑠 𝐵𝑟𝑎𝑖𝑛𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 = 𝔼 𝑥 𝑠 ∼𝜑 𝑠 , 𝑥 𝑡 ∼𝜑 𝑡 𝐸 _ 𝑏𝑟𝑎𝑖𝑛 𝑖 
𝑠 

(
𝑥 𝑠 
)
− 𝐸 _ 𝑏𝑟𝑎𝑖𝑛 𝑖 

𝑡 

(
𝑥 𝑡 
)
1 (2)

here 𝐸 _ 𝑏𝑟𝑎𝑖𝑛 𝑖 
𝑠 
( . ) and 𝐸 _ 𝑏𝑟𝑎𝑖𝑛 𝑖 

𝑡 
( . ) denote the i-th feature map outputs

f the i-th residual block in the brain factor encoders from 𝜑 𝑠 and 𝜑 𝑡 ,

espectively. 

Third, we encourage the decoders to reconstruct the images by merg-

ng the site factor representation and the brain factor representation

rom their own sites. This self-reconstruction loss can be formulated as:

𝑜𝑠 𝑠 𝑆𝑒𝑙𝑓𝑅𝑒𝑐 𝑜𝑛𝑠𝑡𝑟𝑢𝑐 𝑡𝑖𝑜𝑛 = 𝔼 𝑥 𝑠 ∼𝜑 𝑠 𝑥 𝑠 − 𝑥̂ 𝑠 2 + 𝔼 𝑥 𝑡 ∼𝜑 𝑡 𝑥 𝑡 − 𝑥̂ 𝑡 2 (3)

Fourth, the site factor representation from 𝜑 𝑡 is necessary for the

ecoder in 𝜑 𝑡 to reconstruct the images, even if the brain factor repre-

entation belongs to 𝜑 𝑠 . In the same way, the decoder of 𝜑 𝑠 can recon-

truct images according to the site factor representation from 𝜑 𝑠 and the

rain factor representation from 𝜑 𝑡 . The cross-reconstruction loss can be

ormulated as: 

𝑜𝑠 𝑠 𝐶𝑟𝑜𝑠𝑠𝑅𝑒𝑐 𝑜𝑛𝑠𝑡𝑟𝑢𝑐 𝑡𝑖𝑜𝑛 = 𝔼 𝑥 𝑠 ∼𝜑 𝑠 𝑥 𝑠 − 𝑥̃ 𝑠 2 + 𝔼 𝑥 𝑡 ∼𝜑 𝑡 𝑥 𝑡 − 𝑥̃ 𝑡 2 (4)

here 𝑥̂ 𝑠 = 𝐷 𝑠 ( 𝐸 _ 𝑏𝑟𝑎𝑖 𝑛 𝑠 ( 𝑥 𝑠 ) , 𝐸 _ 𝑠𝑖𝑡 𝑒 𝑠 ( 𝑥 𝑠 ) 𝜇) and 𝑥̃ 𝑠 =
 𝑠 ( 𝐸 _ 𝑏𝑟𝑎𝑖 𝑛 𝑡 ( 𝑥 𝑡 ) , 𝐸 _ 𝑠𝑖𝑡 𝑒 𝑠 ( 𝑥 𝑠 ) 𝜇) denote the reconstructed images,

oth of which contain the site factor representation from 𝜑 𝑠 ;

owever, their brain factor representations come from 𝜑 𝑠 and

 𝑡 , respectively. In contrast, 𝑥̂ 𝑡 = 𝐷 𝑡 ( 𝐸 _ 𝑏𝑟𝑎𝑖 𝑛 𝑡 ( 𝑥 𝑡 ) , 𝐸 _ 𝑠𝑖𝑡 𝑒 𝑡 ( 𝑥 𝑡 ) 𝜇) and

̃ 𝑡 = 𝐷 𝑡 ( 𝐸 _ 𝑏𝑟𝑎𝑖 𝑛 𝑠 ( 𝑥 𝑠 ) , 𝐸 _ 𝑠𝑖𝑡 𝑒 𝑡 ( 𝑥 𝑡 ) 𝜇) denote the reconstructed images,

oth of which contain site factor representations from 𝜑 𝑡 , but they

erive their brain factor representations from 𝜑 𝑡 and 𝜑 𝑠 , respectively. 

In summary, the total loss function of DeRed can be formulated as: 

𝑜𝑠 𝑠 𝑡𝑜𝑡𝑎𝑙 = 𝜆𝑆𝐶 𝐿𝑜𝑠 𝑠 𝑠𝑖𝑡𝑒𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 + 𝜆𝐵𝐶 𝐿𝑜𝑠 𝑠 𝑏𝑟𝑎𝑖𝑛𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 

 𝜆𝑆𝑅 𝐿𝑜𝑠 𝑠 𝑠𝑒𝑙𝑓𝑅𝑒𝑐 𝑜𝑛𝑠𝑡𝑟𝑢𝑐 𝑡𝑖𝑜𝑛 + 𝜆𝐶𝑅 𝐿𝑜𝑠 𝑠 𝑐 𝑟𝑜𝑠𝑠𝑅𝑒𝑐 𝑜𝑛𝑠𝑡𝑟𝑢𝑐 𝑡𝑖𝑜𝑛 

(5) 

here 𝜆𝑆𝐶 = 5, 𝜆𝐵𝐶 = 10, 𝜆𝑆𝑅 = 10 and 𝜆𝐶𝑅 = 20 are the loss weights

sed to balance the contributions of the different terms. All the param-

ters were tuned by grid searches. 

In our implementation, the proposed method was implemented by

sing the Keras library with TensorFlow 2.0 on an NVIDIA GeForce RTX

080Ti GPU, and we adopted the Adam optimizer with the learning rate

et to 1 𝑒 −4 . Training one DeRed model between two sites took approx-

mately 2.5 to 3 hours with slices taken from nine subjects in a certain

rthogonal direction (i.e., sagittal, transverse, or coronal). 

.4. Evaluation of harmonization outcome 

We trained the DeRed harmonization network with a total of 81 im-

ges from all subjects scanned across all sites and obtained the corre-

ponding harmonization results, which were used to quantify the inter-

ite differences and explain the representation captured by DeRed. 

.4.1. Correction for site effects 

We adopted two methods to examine whether the proposed frame-

ork can reduce the site effects on the GMV maps. First, we performed

inear discriminant analysis (LDA), a classic dimensionality reduction

echnique, to project the GMV measurement into two coordinates with

he scanning site as a prior classification label. LDA is commonly used

o project features into a lower dimension space by maximizing the dis-

ance between classes and minimizing the variation within each class.

n this study, the site effect was reflected by the clustering of data from

he same site. Second, we used one-way analysis of variance (ANOVA)

o quantitatively test for significant site differences in GMV. Significance

n the voxelwise comparison was denoted by a voxel-level p < 0.001 with

 cluster-level Gaussian random field (GRF)-corrected p < 0.05. 

.4.2. Interpretability of the encoders 

To assess whether each kind of encoder (i.e., site factor and brain

actor) captured the corresponding features, we examined the output

mages by blocking the opposite input of the decoder in turn. To inter-

ret the site factor encoder, we set all values of the brain factor feature
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aps to zero and fed them into the decoder. The image synthesized in

his case could be understood to contain only the site factor represen-

ation (i.e., 𝐼 𝑠𝑖𝑡𝑒 ). Assuming that each site factor encoder captures the

haracteristics of the scanner, the intersite variance of 𝐼 𝑠𝑖𝑡𝑒 should be

patially similar to the intersite variance in the original GMV images.

hus, we first calculated the variance of each voxel of 𝐼 𝑠𝑖𝑡𝑒 and aver-

ged the GMV variance maps of each subject across sites. We then ap-

lied Spearman’s correlation to examine the spatial correlation of these

wo variance maps. 

To interpret the brain factor encoder, we fed brain factor feature

aps and empty site factor feature maps (i.e., feature maps with 0 val-

es) into the decoder, and the image synthesized in this case could be un-

erstood to contain only the brain factor representation (i.e., 𝐼 𝑏𝑟𝑎𝑖𝑛 ). To

xamine whether the brain factor encoder truly captured these individ-

al heterogeneity-related representations, we first assessed Spearman’s

orrelation of each voxel between the original GMV and age across sub-

ects, preserving voxel groups 𝑆 𝛼 whose GMV was significantly corre-

ated with age. Then, we also preserved those voxel groups 𝑆 𝛽 with a

ignificant correlation between 𝐼 𝑏𝑟𝑎𝑖𝑛 and age. The overlap between 𝑆 𝛼

nd 𝑆 𝛽 was then calculated by 
𝑆 𝛼 ∩

𝑆 𝛽

𝑆 𝛼 ∪
𝑆 𝛽

. Second, the similarity between

he original GMV and 𝐼 𝑏𝑟𝑎𝑖𝑛 was calculated for each subject according to

pearman’s correlation coefficient. 

We also evaluated whether the 𝐼 𝑏𝑟𝑎𝑖𝑛 could capture sex differences in

MVs. Briefly, 47 male and 47 female participants were selected from

he open MRI dataset collected in KUT ( Tanaka et al., 2021 ), ensuring

hat the age distribution (19-66 years, 35.94 ± 13.17 years) was strictly

atched between the two groups. The MRI equipment and scan param-

ters of the T1-weighted images were consistent with those of the KUT

ite in the traveling subject dataset. We used the same processing pro-

edure to obtain the GMV map for each subject. The DeRed harmoniza-

ion model trained on the traveling-subjects dataset was used to capture

hese 𝐼 𝑏𝑟𝑎𝑖𝑛 maps while blocking the site factor decoder. We then used

 two-sample t test to determine the sex differences between the GMV

aps of the original data and the 𝐼 𝑏𝑟𝑎𝑖𝑛 maps. The similarity between

hese two sex difference patterns ( t -maps) was calculated by using Spear-

an’s correlation. The overlap of the significant sex differences between

he original data and the 𝐼 𝑏𝑟𝑎𝑖𝑛 maps was calculated as 
𝑆 ′𝛼∩𝑆 

′
𝛽

𝑆 ′𝛼∪𝑆 ′𝛽
, where 𝑆 

′
𝛼

nd 𝑆 

′
𝛽

were voxels with significant between-group differences in the

riginal data and 𝐼 𝑏𝑟𝑎𝑖𝑛 maps, respectively. 

.5. Comparison between DeRed and other harmonization methods 

Several harmonization methods have been proposed to remove site

ffect differences in recent multicenter studies, including general linear

odel harmonization (GLM), global scaling harmonization (GS), and

omBat harmonization (see the Supplementary Information for detailed

escriptions of these methods). To examine the advantages of our pro-

osed methods, we compared DeRed with these harmonization methods

n terms of site effect removal, GMV distribution coherence, intrasubject

imilarity improvement and intersubject difference reservation. A leave-

ne-subject-out cross-validation strategy was utilized for each method.

riefly, we excluded the data of the i-th subject at all sites, trained the

ramework with the remaining 72 scanned images from the other sub-

ects, and applied the trained model to harmonize the data from the i-th

ubject. This procedure was repeated nine times to select each subject

s the test data in turn. 

.5.1. Site effect removal 

To test whether site effects could be removed by all the methods,

e used ANOVA on the harmonized GMV maps for each method. Sig-

ificance in the voxelwise comparison was denoted by a voxel-level

 < 0.001 with a cluster-level GRF-corrected p < 0.05. Furthermore, we

sed Wilcoxon signed-rank tests to compare F values between the origi-
6 
al and harmonized data and between harmonization results from differ-

nt methods. Additionally, we examined whether the proposed method

ould remove site effects impacting covariance ( Chen et al., 2022a ).

riefly, for the original and harmonized GMV maps, we first divided

he whole brain into 116 regions by using the Anatomical Automatic

abeling (AAL) atlas ( Tzourio-Mazoyer et al., 2002 ) and calculated a

ovariance matrix among the regions for each site. We then used the

uclidean distance measure to estimate the intersite similarity of the

ovariance matrix. Finally, the Wilcoxon signed-rank test was used to

est the Euclidean distance differences between the original and harmo-

ized GMV maps. 

.5.2. GMV distribution consistency 

For the original data and harmonized data of each method, we first

alculated the average GMV map across subjects and estimated their

robability distribution for each site. We then estimated the averaged

idirectional KL divergence between each pair of probability distribu-

ions for different sites. KL divergence was further compared between

he original and harmonized data and between harmonization results

rom different methods with Wilcoxon signed-rank tests. The averaged

idirectional KL divergence was calculated as: 

 𝐿 𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑑 ( 𝑃 ( 𝑥 ) , 𝑄 ( 𝑥 ) ) = [ 𝐾 𝐿 ( 𝑃 ( 𝑥 ) , 𝑄 ( 𝑥 ) ) + 𝐾 𝐿 ( 𝑄 ( 𝑥 ) , 𝑃 ( 𝑥 ) ) ] ∕2 (6)

𝐿 ( 𝑃 ( 𝑥 ) , 𝑄 ( 𝑥 ) ) = 

∑
𝑖 ∈𝑋 

𝑃 ( 𝑖 ) ∗ 
[ 
𝑙𝑜𝑔 

𝑃 ( 𝑖 ) 
𝑄 ( 𝑖 ) 

] 
(7)

here 𝑃 ( 𝑥 ) and Q ( 𝑥 ) represent the probability distributions of the GMV

alues at site p and site q , respectively. For validation purposes, we also

valuated the GMV distribution consistency by using the JS divergence

easure as follows: 

𝑆 ( 𝑃 ( 𝑥 ) , 𝑄 ( 𝑥 ) ) = { 𝐾 𝐿 ( 𝑃 ( 𝑥 ) , [ 𝑃 ( 𝑥 ) + 𝑄 ( 𝑥 ) ] ∕2 ) + 𝐾 𝐿 ( 𝑄 ( 𝑥 ) , [ 𝑃 ( 𝑥 ) + 𝑄 ( 𝑥 ) ] ∕2 ) } ∕2 (8)

.5.3. Intersubject difference reservation 

The differences across subjects were calculated using the Euclidean

istances in the original GMV maps within each site and further aver-

ged across all sites to obtain a reference intersubject difference matrix.

hen, for the harmonization results from each method, we calculated

he intersubject difference matrix within each site. Spearman’s correla-

ion was further used to estimate the correlation between each matrix

nd the reference matrix. A significant correlation coefficient indicated

he preservation of intersubject differences. 

.5.4. Intrasubject similarity improvement 

For each subject, we calculated Spearman’s correlation coefficient

etween the GMV map of any pair of sites among the nine sites as the in-

rasubject similarity. These correlation coefficients were then compared

etween the original and harmonized data and between harmonization

esults from different methods using Wilcoxon signed-rank tests. 

.6. Expandability of the DeRed harmonization network 

We evaluated the expandability of the proposed harmonization

ramework through a simulation in which data from a new site were in-

orporated into the network via a previously defined source site. There-

ore, we randomly selected one site (YC1) as a newly included site

nd incorporated it into the ATV-centered harmonization network via a

ouble-jump scheme. The data from YC1 were first transferred to KPM

i.e., 𝐷𝑒𝑅𝑒 𝑑 𝑎 ) and then to the ATV via the DeRed framework between

PM and the ATV (i.e., 𝐷𝑒𝑅𝑒 𝑑 𝑏 ). For both the original and harmonized

ata, paired t tests were used to quantify the significant site effects be-

ween YC1 and KPM and between YC1 and ATV, and a one-way ANOVA

as used to assess the significant site effects across nine sites. 
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.7. Performance with a smaller training sample 

We tested the performance of the proposed method when training it

ith an even smaller sample. Four subjects were randomly selected to

rain the multisite center-spoke harmonization network, which was then

pplied to harmonize the GMV maps of the remaining five subjects. For

he harmonized data, a one-way ANOVA was used to examine the site

ffects as previously described, and the root mean square error (RMSE)

as calculated to estimate the intrasubject differences. This procedure

as repeated ten times to avoid sampling bias. The F values derived

rom the ANOVA and RMSE were compared with those derived from the

riginal data and the harmonized data obtained from the model trained

ith eight subjects. 

. Results 

.1. Site effect removal with DeRed 

We first visualized the heterogeneity in the original and harmonized

MV maps across nine sites by projecting their dominant features into

 2D space using LDA decomposition. The site-clustered distribution of

he LDA features indicated noticeable intersite heterogeneity in the orig-

nal GMV maps ( Fig. 3 a). Specifically, data from HUH and HKH were

he most distant from other datasets, which might essentially be due

o their unique scanner models (GE Signa HDxt for HUH and Siemens

epctra for HKH). However, the harmonized data showed a relatively

omogeneous distribution, implying the effective removal of the site

ffect ( Fig. 3 b). Subsequent statistical analysis confirmed the finding

rom one-way ANOVA, which revealed significant site effects across the

ine sites in the original GMV maps, primarily in the medial tempo-

al and occipital cortices, insula, and cerebellum ( Fig. 3 c, voxel-level

 < 0.001, GRF-corrected p < 0.05). In contrast, no significant site effect

as observed in the harmonized GMV maps derived from our proposed

eRed framework ( Fig. 3 d, voxel-level p < 0.001, GRF-corrected p < 0.05).

o further illustrate the order in which scan properties (e.g., MRI manu-

acturer, scanner type, and phase coding) contributed to the site effects,

e performed hierarchical clustering of regions that showed significant

ite effects across the nine sites. We found that the scanner manufac-

urer was the factor with the greatest contribution to the site effect (Fig.

1). Moreover, validation analysis using site HUH as the target site also

howed that the harmonized data exhibited a homogeneous distribution

ith site effects removed (Fig. S2), indicating the high robustness of the

roposed framework. 

.2. Interpretability of the encoders 

We examined the representations of the site factor and brain factor

ncoders by blocking their respective opposite outputs. As illustrated

y randomly chosen data (e.g., sub-01 at YC1) in Fig. 4 a, the outputs

rom the site factor encoders were decoded into a field map with ab-

tract boundaries of the brain and blurry texture on the background.

n contrast, images decoded from the brain factor encoders showed

he detailed structure of the gray matter anatomy, which was highly

imilar to that of the original GMV maps. Further quantitative analy-

is showed that the intersite variance of 𝐼 𝑠𝑖𝑡𝑒 was significantly spatially

orrelated with the intersite variance of the original images in log-log

oordinates ( Fig. 4 b, Spearman’s correlation, 𝜌= 0.42, p < 0.001), suggest-

ng that the site factor encoder captured the variance of actual physical

actors across the scanner. For 𝐼 𝑏𝑟𝑎𝑖𝑛 , we first found that these values

ere significantly spatially correlated with the original GMV maps for

ach individual at each site (Spearman’s correlation, 𝜌= 0.993 ± 0.002,

ll p < 0.001). We then examined the overlap of clusters showing signif-

cant correlations with those in the original data. In the original data,

e found that the GMV was significantly positively correlated with age

n the right precuneus, inferior frontal gyrus, and left parahippocam-

us and negatively correlated with age mainly in the dorsolateral pre-
7 
rontal, visual, and lateral temporal cortices (voxel-level p < 0.001, GRF-

orrected p < 0.05). 𝐼 𝑏𝑟𝑎𝑖𝑛 showed similar brain-age correlation distribu-

ions at all nine sites ( Fig. 4 c, overlap ratio of the significant voxels:

5.54% ± 2.43%). Moreover, we examined the sex differences between

he original data and the 𝐼 𝑏𝑟𝑎𝑖𝑛 from KUT (voxel-level p < 0.001; GRF-

orrected p < 0.05; Fig. 5 a and Fig. 5 b). The between-group t -maps of

he original data and 𝐼 𝑏𝑟𝑎𝑖𝑛 were significantly spatially similar (Spear-

an’s correlation, 𝜌= 0.99; p < 0.001; Fig. 5 c). Males exhibited signifi-

antly higher GMVs in the sensorimotor, visual, and orbitofrontal cor-

ices, as well as in the hippocampus, than females. These between-group

ifferences were highly overlapping between the original data and 𝐼 𝑏𝑟𝑎𝑖𝑛 
97.65%; Fig. 5 d). Together, these results suggest that the brain factor

ncoders successfully captured the biological details of the individual

MV maps. 

.3. DeRed showed better harmonization performance than conventional 

ethods 

We compared the performance of the proposed DeRed harmoniza-

ion framework with those of several conventional methods, includ-

ng GS, GLM, and ComBat. First, we found that significant site ef-

ects in the original data could be entirely eliminated by DeRed and

omBat but were partly retained in data processed with GS and GLM

 Fig. 6 a, ANOVA, voxel-level p < 0.001, GRF-corrected p < 0.05). Further

etween-method comparisons showed that the site effect ( F value esti-

ated in ANOVA) was significantly lower in the harmonized data from

eRed than in those from other methods ( Fig. 6 b, Wilcoxon signed-

ank tests, p < 0.001, Bonferroni-corrected). Moreover, the Euclidean dis-

ances among the covariance matrices of different sites were signifi-

antly shorter in the harmonized data derived from DeRed than in the

riginal data (Wilcoxon signed-rank tests; p < 0.01; Fig. S3), suggesting

hat DeRed could also significantly reduce site effects impacting covari-

nce. 

Second, we found that the probability distributions of the averaged

MV maps were divergent across the nine sites, and the distributions

f the harmonized data tended to be more consistent ( Fig. 7 a). Quan-

itatively, the harmonized data derived from all methods showed sig-

ificantly lower KL divergence than the original data, and data derived

rom DeRed exhibited the lowest KL divergence among the harmoniza-

ion methods ( Fig. 7 b; Wilcoxon signed-rank tests; p < 0.001; Bonferroni-

orrected). The results of utilizing the JS divergence measure to estimate

istribution consistency remained identical to the findings yielded with

he KL divergence measure (Fig. S4). 

Finally, the intersubject distance matrix for each site derived from

he harmonized data produced by each method was significantly corre-

ated with the original averaged matrix ( Fig. 8 a and Fig. S5, Spearman’s

orrelation, 𝜌= 0.90 ± 0.04, all p < 0.001), indicating that all harmo-

ization methods maintained the intersubject differences in the GMV.

oreover, we found that the intrasubject similarity in the GMV was

ignificantly increased by all harmonization methods (Wilcoxon signed-

ank tests, p < 0.001, Bonferroni-corrected). Importantly, DeRed demon-

trated the statistically highest intrasubject similarity among all har-

onization methods ( Fig. 8 b, Wilcoxon signed-rank tests, p < 0.001,

onferroni-corrected), indicating that the proposed framework has the

reatest ability to increase intrasubject consistency across sites. 

.4. DeRed was expandable for adding new sites into the harmonization 

etwork 

We added YC1 into the ATV-centered harmonization network again

s a new site via a double-jump schema (newly trained YC1 →KPM and

reviously trained KPM →ATV) ( Fig. 9 a). Significant site effects were

bserved in the original GMV maps between YC1 and KPM, between

C1 and ATV, and across all nine sites ( Fig. 9 b- 9 d, voxel-level p < 0.001,

RF-corrected p < 0.05). These site effects were removed by using the

ouble-jump harmonization schema ( Fig. 9 b- 9 d, voxel-level p < 0.001,
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Fig. 3. Site effects in data before and after harmonization. (a) and (b) illustrate the LDA projection of the GMV before and after harmonization. A datapoint 

represents a projected GMV measurement from a subject; its color represents the site from which it originates, and its shape represents the subject to which it belongs. 

(c) and (d) illustrate the site effects identified by one-way ANOVA in the original and harmonized GMV sliced along the transverse anatomical orientation. There 

were no significant differences across sites for all voxels after DeRed harmonization. 
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and brain disorders. 
RF-corrected p < 0.05), suggesting excellent expandability of the pro-

osed harmonization network. 

.5. Training with a smaller sample size can reduce site effects 

When training our DeRed model with only four subjects, we found

hat this 4-subject model could significantly remove site effects in 5 of

0 repeated experiments, while ≤ 2 small clusters with site effects were

dentified in the remaining 5 cases (voxel-level p < 0.001; GRF-corrected

 < 0.05). Moreover, although the site effects ( F -values) and intrasubject

ifferences (RMSEs) in the harmonized data derived from the 4-subject

odel were higher than those derived from the 8-subject model in the

ain results, they were significantly lower than those in the original

ata (Fig. S6; Wilcoxon signed-rank tests; p < 0.001). These results sug-

est that the proposed DeRed model could reduce site effects even with

 small training sample; however, a larger training sample (e.g., eight

ubjects) could achieve better performance. 
8 
. Discussion 

In this paper, we proposed a DL-based harmonization framework

or multisite MRI data named DeRed, which was further trained with a

raveling subject dataset. Taking the commonly used GMV metric as an

xample, the proposed framework showed good performance in elim-

nating the divergence in the GMV across different sites. Notably, the

ncoders embedded in the framework successfully captured both the ab-

tract textures of site factors and the concrete biologically related brain

eatures. Moreover, the proposed framework exhibited outstanding per-

ormance relative to conventional harmonization methods in site effect

emoval, data distribution homogenization, and intrasubject similarity

mprovement. Together, the proposed method offers a powerful and ex-

endable DL-based harmonization framework for multisite neuroimag-

ng data with high interpretability, facilitating the improvement of the

eliability and reproducibility of multisite studies for brain development



D. Tian, Z. Zeng, X. Sun et al. NeuroImage 257 (2022) 119297 

Fig. 4. Interpretability of site factor and brain factor encoders. (a) Appearance of the site factor ( 𝐼 𝑠𝑖𝑡𝑒 ) and brain factor ( 𝐼 𝑏𝑟𝑎𝑖𝑛 ) feature maps. The first row 

represents the decoder outputs containing only the site factor representations of YC1. The second row represents the decoder outputs containing only the brain factor 

representations of subject-01. The last row represents the original GMV map of subject-01 from YC1. (b) Log-log correlation plot between the original GMV variance 

and the variance of the site factor feature maps. Each variance measurement is transformed by natural logarithm conversion. The color depth reflects the dot density 

within a single hexagon (Spearman’s correlation 𝜌 = 0.42; p < 0.001). (c) Age-correlation overlap clusters between brain factor mapping and the original GMV. The 

voxels in the red (blue) regions indicate positive (negative) age correlations ( p < 0.001) in both the original GMV and the brain factor mapping. Voxels colored green 

indicate a single age correlation in either the original GMV or brain factor mapping. 

 

o  

l  

a  

g  

s  

o  

h  

t  

2  

t  

m  

c  

t  

p  

g  

p  

t  

p  

h  

s  

h  

F  

a  

t  

2  

b  

a  

(  

p  

t  

f  

h  

s  

t  

n  
Compared with conventional statistics-based harmonization meth-

ds, the advantages of the proposed DL-based framework can be formu-

ated from several perspectives. First, instead of taking a single metric

s an independent variable, the DL model comprehensively extracts the

lobal and local imaging information by integrating information from

patially neighboring units (e.g., voxels in a brain map) through a series

f convolution and pooling operations ( Bau et al., 2020 ). Many studies

ave suggested that adjacent voxels reflect closer correlations both in

he anatomical structure and in the physiological mechanism ( Cao et al.,

017b ; Cigdem et al., 2019 ). These individual-specific anatomical de-

ails embodied within the MR images are repeatable across multisite

easurements and should not be ignored during the harmonization pro-

ess. Second, both DL-based methods and statistics-based methods at-

empt to explore the mapping relationship during the harmonization

rocess. However, harmonization processes guided by statistical strate-

ies, such as GLM and GS, seem to be limited in the ability to map linear

olynomial functions. In our work, we employed a residual block inside

he proposed framework, which has been shown to be especially im-
9 
ortant for fitting a more accurate function map, including a variety of

igh-dimensional and nonlinear characteristics between MR images and

ite effect representations ( Lusch et al., 2018 ). Third, statistics-based

armonization frameworks scrupulously rely on the prior assumption.

or example, ComBat describes the site effect of each voxel via additive

nd multiplicative factors, which are assumed to follow a normal dis-

ribution and inverse gamma distribution, respectively ( Johnson et al.,

007 ). Nevertheless, the site effect reflected within the MR images can

e understood as a heterogeneous mixture caused by the action of an

symmetrical magnetic field and complex neurophysiological activity

 Vovk et al., 2007 ), which is difficult to generalize adequately with sim-

le probability distributions. Compared with statistics-based methods,

he proposed harmonization framework driven by the pixel-to-pixel loss

unction is not limited to the prior distribution assumption, allowing the

armonization results of DeRed to demonstrate better probability con-

istency across sites. Fourth, benefiting from the bidirectional design of

he DeRed framework and the center-spoke design of the harmonization

etwork, newly incorporated sites could be easily harmonized to the tar-
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Fig. 5. Sex difference patterns of the original GMV data and the brain factor mapping. (a) and (b) illustrate the sex difference patterns of the original GMV 

data and 𝐼 𝑏𝑟𝑎𝑖𝑛 , respectively (two-sample t test; voxel-level p < 0.001; GRF-corrected p < 0.05). (c) Correlation between the sex difference patterns of the original 

GMV data and 𝐼 𝑏𝑟𝑎𝑖𝑛 (Spearman’s correlation 𝜌> 0.997; p < 0.001). (d) Overlap between the sex difference patterns of the original GMV data and the brain factor 

representation. The voxels in red regions indicate significant sex-related differences in both the original GMV data and 𝐼 𝑏𝑟𝑎𝑖𝑛 . Voxels colored green indicate single 

sex-related differences in either the original GMV data or 𝐼 𝑏𝑟𝑎𝑖𝑛 . Voxels representing sex-related differences were highly overlapping (97.65%) between the original 

GMV data and 𝐼 𝑏𝑟𝑎𝑖𝑛 . 
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et site via indirect schema without retraining the whole original har-

onization network. In contrast, most statistics-based harmonization

ethods are sensitive to the included sites and require retraining upon

ncorporating a new site or removing an existing site. Therefore, the pro-

osed framework exhibited more practical expandability than conven-

ional statistics-based harmonization methods. Finally, a previous study

emonstrated that the Bayesian-based ComBat harmonization method

as the advantage of being able to estimate and remove site effects with

 small sample size of twenty subjects ( Fortin et al., 2017 ). Although

 smaller training set of eight subjects was used in the current study,

e further showed that the proposed framework could reduce site ef-

ects and increase intrasubject consistency when trained with only four

ubjects. Such an advantage provided by this DL-based model might be

ue to its use of a different training scheme from those of conventional

tatistical models. The GMV map of each subject was sliced into 560

ndividual images at all three orientations and then fed into the train-

ng procedure, which increased the utilization efficiency of the training

ample. 
10 
The disentangled representations of site and brain factors during the

ncoding stage followed by a combined decoding procedure enabled the

onversion of GMV maps from the source to target sites. Although we

ound that the GMV maps directly decoded from the brain factor en-

oder could capture biological information, the decoding procedure for

ombining brain factors and site factors was not a simple addition but

ould involve more complex interactions. Thus, the GMV maps recon-

tructed from the framework where the site factor decoder was simply

locked may not be suitable for consideration as final harmonized im-

ges. To test this speculation, we further examined the within-subject

ifferences by using the RMSEs between the images in the original data,

he reconstructed images without the site factor ( 𝐼 𝑏𝑟𝑎𝑖𝑛 ), and the fea-

ures extracted in the brain factor encoder ( 𝐹 𝑏𝑟𝑎𝑖𝑛 ). We found that the

MSEs were significantly lower in 𝐼 𝑏𝑟𝑎𝑖𝑛 and 𝐹 𝑏𝑟𝑎𝑖𝑛 than in the original

ata (Wilcoxon signed-rank tests; p < 0.001; Fig. S7), suggesting that the

ite factor was indeed extracted by the site factor encoder. Furthermore,

 𝑏𝑟𝑎𝑖𝑛 yielded a significantly lower RMSE than 𝐼 𝑏𝑟𝑎𝑖𝑛 (Wilcoxon signed-

ank tests; p < 0.001; Fig. S7), indicating that the features extracted in
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Fig. 6. Site effects removal of different harmonization methods. (a) Site effects identified by ANOVA in data before and after harmonization (voxel-level p < 0.001, 

GRF-corrected p < 0.05). (b) Comparison of site effects ( F value) in data before and after harmonization by different methods. All harmonization results exhibit lower 

F values than those of the original state (Wilcoxon signed-rank tests; Bonferroni-corrected), and the F values of the DeRed harmonized data are significantly lower 

than those of other methods (Wilcoxon signed-rank tests; Bonferroni-corrected). ∗ ∗ ∗ , p < 0.001. 

Fig. 7. Divergence in the GMV distribution across different sites before and after harmonization. (a) GMV distribution in different sites. Each curve represents 

the probability distribution of the GMV measurement for all voxels averaged across subjects in a site. (b) Boxplots of KL divergence across sites before and after 

harmonization by different methods. All harmonization data yielded lower KL divergence measures than that of the original data (Wilcoxon signed-rank tests; 

Bonferroni-corrected). DeRed demonstrated significantly lower KL divergences than the compared methods (Wilcoxon signed-rank tests; Bonferroni-corrected). 
∗ ∗ ∗ , p < 0.001. 

11 
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Fig. 8. Intersubject difference maintenance and intrasubject similarity improvement before and after harmonization. (a) Intersubject difference matrix 

before and after harmonization at each site. The difference matrices were averaged across sites before harmonization. The color depth of the i-th row and j-th column 

grid in each matrix represents the Euclidean distance between the i-th and j-th subjects. Spearman’s correlation coefficients are shown as 𝜌 ( p < 0.001). (b) Boxplots 

of the cross-site intrasubject similarities before and after harmonization with different methods. DeRed demonstrated significantly improved intrasubject similarity 

(Wilcoxon signed-rank tests). ∗ ∗ ∗ , p < 0.001. 
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he brain factor encoder captured purer biological characteristics and

hat the decoding procedure might have added complex site features to

he reconstructed images. 

In the current study, we mainly employed the voxel-based GMV,

hich is a commonly used structural brain measurement, to validate

ur proposed framework. It should be noted that the proposed DL-based

epresentation disentanglement and reconstruction strategy can be ref-

renced to other multisite harmonization processes for structural and

unctional brain metrics in diverse formats. Regarding the volumetric

mages, our proposed framework can provide a robust contribution by

ne tuning its network architecture. Designs similar to those of the em-

edded encoders and decoders in DeRed were adopted to extract the

atent representations and remove artifacts in T1-w and T2-w MR im-

ges in a previous study ( Liu et al., 2021 ). Of note, we set the input

mage size as 176 × 208 × 176 to ensure that each dimension was di-

isible by 2 4 so that it could pass the pooling and upsampling layers

hile minimally cropping the image. For images with different resolu-

ions (e.g., 3-mm resolutions for fMRI data and 2-mm resolutions for DTI

ata), two methods could be utilized: resampling these images to 1-mm

esolutions and cropping their borders to fit the input image size or ad-

usting the size of each residual block to adapt to different image sizes.

or those data in a network format, such as the structural and func-

ional connectivity matrices, the graph convolutional network (GCN)

an be integrated into the proposed framework. Many studies have ap-

lied the GCN to reveal functional brain network similarity with com-

rehensive consideration of topological properties ( Ktena et al., 2018 )

nd to more efficiently predict the longitudinal development of cogni-
12 
ive performance (e.g., motor and cognitive scores) in preterm infants

y identifying the local and global topology patterns of their structural

rain networks ( Kawahara et al., 2017 ). Illuminated by existing stud-

es, the GCN can be used to depict complex topological mechanisms

nd identify abstract high-dimensional information, indicating that the

pplication of the GCN may help to capture the site-specific topologi-

al effect, from which multisite structural and functional brain network

armonization can be reasonably performed. 

Several issues and future directions should be further considered.

irst, to validate the harmonization effect of the proposed framework,

e trained our model with a traveling subject dataset, which minimized

he sampling bias across the scan sites. Although a recent study showed

hat a traveling subject dataset could improve the site effect estimation

nd removal abilities of conventional statistics-based harmonization

ethods ( Maikusa et al., 2021 ), our results indicate that the proposed

L-based framework achieved better performance in terms of site effect

emoval, data distribution homogenization, and intrasubject similarity

mprovement than the statistical methods on the same traveling subject

ataset. However, traveling subject MRI data collection designs are gen-

rally lacking in many multisite databases; thus, further training strate-

ies (e.g., random bootstrap sampling) should be developed for unpaired

ntersite datasets. Second, the traveling subject dataset used in this work

as acquired from a group of healthy participants aged from 24 to 32

ears, and the biological validation was limited due to the lack of cog-

itive or clinical evaluations; thus, the generalizability of DeRed to MRI

ata acquired from special populations (e.g., children and adolescents

r patients with brain disorders) needs to be further validated. Studies
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Fig. 9. Expandability of the center-spoke harmonization network. (a) Indirect harmonization using double-jump schema. Data from YC1 were first harmonized 

to KPM using 𝐷𝑒𝑅𝑒 𝑑 𝑎 and then indirectly harmonized to ATV using 𝐷𝑒𝑅𝑒 𝑑 𝑏 . (b) Paired t test results of GMV between YC1 and KPM before and after first-jump 

harmonization using 𝐷𝑒𝑅𝑒 𝑑 𝑎 . (c) Paired t test results of GMV between YC1 and ATV before and after second-jump harmonization using 𝐷𝑒𝑅𝑒 𝑑 𝑎 and 𝐷𝑒𝑅𝑒 𝑑 𝑏 . (d) 

ANOVA results among all sites before and after harmonization. The black boxplots represent the distributions of F value s for the original GMV maps. The red boxplots 

represent the F value distributions of the harmonized data, where data from YC1 were indirectly transferred to ATV data, while data from other sites were directly 

transferred to ATV data. 
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ave revealed significant development effects and disorder-related dis-

uptions in brain structures and functions ( Gilmore et al., 2018 ; van den

euvel and Sporns, 2019 ). Therefore, the specific optimization strategy

or harmonization methods needs further investigation for these special

opulations. Third, regarding clinical multicenter imaging data, neither

he conventional statistics-based harmonization methods nor the novel

L-based method can be appropriately established when the patients

nd controls were separately scanned by different scanners. In such

ases, the measurement bias and sampling bias highly overlap and can-

ot be corrected. However, we found that the proposed DL-model could

ork with a very small sample of traveling subjects, indicating its poten-

ial advantage in biased sample data over conventional statistics-based

ethods. Given that site effects may influence the case-control differ-

nces between patients and controls ( Xia et al., 2019 ), the application

f DL-based methods requires further validation on multisite brain disor-

er datasets, and perhaps specific models should be trained for different

isorders. Fourth, conventional statistics-based harmonization methods

ave the advantage of employing flexible matrix designs to adapt to
13 
ifferent types of databases, such as longitudinal ( Beer et al., 2020 ) and

istributed datasets ( Chen et al., 2022b ). Correspondingly, the proposed

L-based method provides a general framework to accommodate these

pecial datasets, where the loss function can be appropriately modified

y adding additional constraints for different types of training data to

romote the convergence of the model and improve the interpretability

f latent representations. Fifth, similar to most DL methods, the pro-

osed DeRed framework comprises several convolution and pooling op-

rations. Therefore, the harmonized data can be objectively smoothed

ased on neighboring information during encoding and decoding. Al-

hough this procedure overcomes local noise during harmonization, fur-

her validations of the data distribution and design optimization for the

L network are needed. Finally, compared with conventional statistics-

ased methods, DL-based methods require more time for model train-

ng. However, this increased training time is acceptable, as it is counted

n hours, and the application of the method requires no additional

ime once the models are established. Future development on compu-

ational hardware, particularly GPUs, will further shorten the required
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raining time and thus support more complex DL-based harmonization

ethods. 
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